**Very Brief Introduction to Machine Learning for AI**

The topics summarized here are covered in these [slides](http://www.iro.umontreal.ca/~pift6266/H10/intro_diapos.pdf).

**Intelligence**

The notion of *intelligence* can be defined in many ways. Here we define it as the ability to take the *right decisions*, according to some criterion (e.g. survival and reproduction, for most animals). To take better decisions requires *knowledge*, in a form that is *operational*, i.e., can be used to interpret sensory data and use that information to take decisions.

**Artificial Intelligence**

Computers already possess some intelligence thanks to all the programs that humans have crafted and which allow them to “do things” that we consider useful (and that is basically what we mean for a computer to take the right decisions). But there are many tasks which animals and humans are able to do rather easily but remain out of reach of computers, at the beginning of the 21st century. Many of these tasks fall under the label of *Artificial Intelligence*, and include many perception and control tasks. Why is it that we have failed to write programs for these tasks? I believe that it is mostly because we do not know explicitly (formally) how to do these tasks, even though our brain (coupled with a body) can do them. Doing those tasks involve knowledge that is currently implicit, but we have information about those tasks through data and examples (e.g. observations of what a human would do given a particular request or input). How do we get machines to acquire that kind of intelligence? Using data and examples to build operational knowledge is what learning is about.

**Machine Learning**

Machine learning has a long history and numerous textbooks have been written that do a good job of covering its main principles. Among the recent ones I suggest:

* [Chris Bishop, “Pattern Recognition and Machine Learning”, 2007](http://research.microsoft.com/en-us/um/people/cmbishop/prml/)
* [Simon Haykin, “Neural Networks: a Comprehensive Foundation”, 2009 (3rd edition)](http://books.google.ca/books?id=K7P36lKzI_QC&dq=simon+haykin+neural+networks+book&source=gbs_navlinks_s)
* [Richard O. Duda, Peter E. Hart and David G. Stork, “Pattern Classification”, 2001 (2nd edition)](http://www.rii.ricoh.com/~stork/DHS.html)

Here we focus on a few concepts that are most relevant to this course.

**Formalization of Learning**

First, let us formalize the most common mathematical framework for learning. We are given training examples

![\cal D} = \{z_1, z_2, \ldots, z_n\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJgAAAATBAMAAACem9kJAAAAMFBMVEX///8AAADm5uZiYmIWFhYEBAR0dHSKiopAQEC2trbMzMwiIiIMDAyenp5QUFAwMDBrF8tIAAABfUlEQVQ4y2NgwAZ4nzOQCnBr6WcgHfBtABLKjoKibmgSkmQYxiTFwMDeudBg+cZDGOJkGXaHYWEBA588dQybxHBxAQPDUeoYxsBgCMSNmOIfE27CBZDZ6AAmBzHsNxB/wTCMudIugekDhA9iF7/AbhZIDinWgoH4GCg9/AeCf+BYBhuixpB3AKZFjSuB4wEOp6lB6fdAzAmK0gMo6W8/iOQqYOCCCXMVsB9gd8BuFlAdNKG5AzFQ0ZIFKPIcDUBiLgPCMCB7AvMH7IbNZeCyKPsFTek8CQy8nxhQvMklBHTeBIYEmGEgNgPPAuzZaAJDGuMCM2iYTVRY9g1LLN+wnXEBZNjqBRA2Qy+EjY6BcpdmM/yFaOINlGnHkmSYEtaEg7150QDCZpuwAMRmuDgBCUPljBkCFHAmTpg42JvQ8C3XMoCz4QDK38n76wJBw+6JLYBp4BQUfIDTMAeub3iyDVKpwauAnY3Bx2lYB4LJzoCdjcEHl2dY49uWrJIWAFJ6dHq+VHXqAAAAAElFTkSuQmCC)

with the ![_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALBAMAAAC5XnFsAAAALVBMVEX///8AAAAwMDB0dHSenp62trZiYmKKiopQUFDm5ubMzMxAQEAMDAwEBAQWFhaGycSjAAAARUlEQVQI12NgYBJmCWBgYEgPa2YAAU4DBgsgtZyBYSYDA6sDWMyVgZlNgYFlm+sWg5MMk7nOFsx6ABbnsARTPJPBFJMVAJTcCyrAaFRAAAAAAElFTkSuQmCC) being examples sampled from an **unknown** process ![(Z)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAASBAMAAAA08+qrAAAAMFBMVEX///8AAABQUFAMDAxAQEAiIiKenp4wMDDMzMx0dHRiYmK2trYEBAQWFhaKiorm5uZawwRNAAAA50lEQVQY02NggIFfMMYCBiTgAGOwgEllISXXBAamDUC+rJOSLAMbWDFrAQObBMNXIIt5AwOLPQPDfZAo4wQGBimGlUDWPgYGnQ8MYCZDYgMDtyTDDSBrAgPXCSC1FSSqAzTQgOEA2I6JQNMZeECs6wwMcxs4DEBMPjEQyQM0hUF01aIHDNwXwIY9AJHMDQwMbNIgFlgUaDzHB4goE9hEsAk9Cxi4oCYwF4DtAcrxG0H8DbLtI9gskMs+FzDw3wYyW4EGBNaBRYFOD3RxCTzAAPUFBHxFMOMRTFDoQADbAtwhiR7q6xkYABo7MPjJLJXlAAAAAElFTkSuQmCC). We are also given a loss functional ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/859ccf4cd60c7bc6b8fa1afc9a42dc811a826d6f.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAALVBMVEX///8AAADm5uZQUFAMDAxAQEAWFhYwMDB0dHSenp7MzMwEBASKioq2trZiYmK1GucZAAAARklEQVQI12NgYDIRNWAAArYCEMnA2ACmJi4AU9ZgkiEVTDLJgCkeIQYGXgYGVgcGhrsMDCwBDAxApHiAgfkBA3NisOlGBQATgwjUeWANSgAAAABJRU5ErkJggg==) which takes as argument a decision function ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/bb2c93730dbb48558bb3c4738c956c4e8f816437.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAQBAMAAADdUfNzAAAAMFBMVEX///8AAADMzMxAQEBiYmIWFhaKiop0dHQwMDDm5uYMDAxQUFAiIiIEBAS2traenp7nzvDMAAAAR0lEQVQI12NgYGBQdgYSDGEVQIJTEsRkWwBi7opOAFI8BSAR3gcgcuIEEPkXRDD4gMluMLkeTIK0MvEdAJKM1R+AJHMJkAAADw4LVAXZ96wAAAAASUVORK5CYII=) and an example ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/b13f21416d84e13708696f34dea81026cda583c9.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAIBAMAAADZ48iGAAAAKlBMVEX///8AAAAwMDB0dHSenp62trZiYmKKiopQUFDm5ubMzMxAQEAMDAwEBATzHU7cAAAAMElEQVQI12NgYBJmCWBgSA9rZgACTgMQuRxEsDqASFcGZgYGlm2uWxgYJnOdLWAAAHs4BqTcN715AAAAAElFTkSuQmCC), and returns a real-valued scalar. We want to minimize the expected value of ![(f,Z)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADkAAAASBAMAAAATXWtDAAAAMFBMVEX///8AAADm5uZQUFAMDAxAQEAWFhYwMDB0dHSenp7MzMwEBASKioq2trZiYmIiIiJJ8EhDAAABJUlEQVQoz2NggAI9BnTwAIkdgCHLCiKYTEQNGBiYLwCZXHEQNaxiwcZiDJxgzWwFQEIfzDpRAJZlucDA6sTAkARiMzYAiRcglqICxMw7DAzWClCxiQuARBaIdQRqYwMD3y4gdR/EtgYRG4BY2c0G5qJGkDO4QaxUkHscQKwfMEkeSRDJDTSdSQbI4E0AcffCZCceADsOaCWPEFASLMskBJXklWDgUoDIsgINvQs2mXMDVHb1AwY+qMksAaCAAknwfYBIMjlDAhbkKsUDDMwPwD5iB4bZeqBpKgUMTLlA/npgECYGm25UAPucZQLQPcDg+xga+nEDLITAABSSjKCgOoCIhk9wFjAWFoDDBiHL+QA5BiUsQUIKqDEIj/0IkFoehMgjBgYAGhg4hTSy4qYAAAAASUVORK5CYII=) under the unknown generating process ![(Z)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAASBAMAAAA08+qrAAAAMFBMVEX///8AAABQUFAMDAxAQEAiIiKenp4wMDDMzMx0dHRiYmK2trYEBAQWFhaKiorm5uZawwRNAAAA50lEQVQY02NggIFfMMYCBiTgAGOwgEllISXXBAamDUC+rJOSLAMbWDFrAQObBMNXIIt5AwOLPQPDfZAo4wQGBimGlUDWPgYGnQ8MYCZDYgMDtyTDDSBrAgPXCSC1FSSqAzTQgOEA2I6JQNMZeECs6wwMcxs4DEBMPjEQyQM0hUF01aIHDNwXwIY9AJHMDQwMbNIgFlgUaDzHB4goE9hEsAk9Cxi4oCYwF4DtAcrxG0H8DbLtI9gskMs+FzDw3wYyW4EGBNaBRYFOD3RxCTzAAPUFBHxFMOMRTFDoQADbAtwhiR7q6xkYABo7MPjJLJXlAAAAAElFTkSuQmCC).

**Supervised Learning**

In supervised learning, each examples is an (input,target) pair: ![=(X,Y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFcAAAASBAMAAADcc1+AAAAAMFBMVEX///8AAABAQEAWFhZQUFAMDAy2trbm5uaKiooEBAR0dHRiYmLMzMyenp4wMDAiIiJ/wL7wAAABQElEQVQoz2NgwALYN2ARxCYGAkw4BZmEVVyEUcXdGBh4POUKOER9gBw2RaECBia5C7wgo1kTGJjCUV3xAUhwyTDwQGxmEgfyLjAwmAPZGQwMngUoirkXgEghhlMQLpsUA0MvkN4FxAsYuOeguoL5AIh0rFkA5Qcz8DYAqXwwZ2ECqmJOMFmoDeMvTMiCC3PIovn7KJjkE4DxC3XAjucEOfZiA8Qf70DAAchKBvOLpGCK+WaDKdYDYPfzoHowGRIxpnAPT4ArPrmBgRuLM7gZGi9A+fwPGKDOYA9hYKhGdQYnJHZZP0AVMy6A+bv0AQO7GWbQFYGjheE8KBQTwUHJcJ6B4aOS0scJDOiRck8ygeGyqAPDRWA4HDHUBQvvwpqO2D8g2A0I5nfsqc4Nm2LeDYSSKG8B/nSLkvg5EILbGRgAQuBG502yxx0AAAAASUVORK5CYII=) and ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/bb2c93730dbb48558bb3c4738c956c4e8f816437.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAQBAMAAADdUfNzAAAAMFBMVEX///8AAADMzMxAQEBiYmIWFhaKiop0dHQwMDDm5uYMDAxQUFAiIiIEBAS2traenp7nzvDMAAAAR0lEQVQI12NgYGBQdgYSDGEVQIJTEsRkWwBi7opOAFI8BSAR3gcgcuIEEPkXRDD4gMluMLkeTIK0MvEdAJKM1R+AJHMJkAAADw4LVAXZ96wAAAAASUVORK5CYII=) takes an ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/6a47ca0fe7cb276abc022af6ac88ddae1a9d6894.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMBAMAAACZySCyAAAAMFBMVEX///8AAADMzMxQUFAEBAQwMDDm5uaKiooMDAx0dHRiYmJAQEAWFhaenp4iIiK2trYx/oKrAAAAUElEQVQI12NgYDIRTWCXMGJgYOAUYmBawAAC0gyaYJrBMGkChJG4C0IzsApAGdmSEJptwQkIg4uh8AKYsYCB4wFYBdhIBoarIh8Y7kgYMAAAG40MmbzoiSoAAAAASUVORK5CYII=) as argument. The most common examples are

* regression: ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/ce58e4af225c93d08606c26554caaa5ae32edeba.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMBAMAAACgrpHpAAAAMFBMVEX///8AAAC2trZAQEDm5uYwMDCenp50dHSKiooMDAwWFhbMzMxiYmIEBAQiIiJQUFDA+1fTAAAAR0lEQVQI12NQFjRhYDAMA2IHBoYyBgYGxQIGjgQgzbmAIQNIMbALMRWAaBbhPQxgEHsAQp+FUAxPobQ4hGKSBlPcv4RBpgAA82AJuhTHzg8AAAAASUVORK5CYII=) is a real-valued scalar or vector, the output of ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/bb2c93730dbb48558bb3c4738c956c4e8f816437.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAQBAMAAADdUfNzAAAAMFBMVEX///8AAADMzMxAQEBiYmIWFhaKiop0dHQwMDDm5uYMDAxQUFAiIiIEBAS2traenp7nzvDMAAAAR0lEQVQI12NgYGBQdgYSDGEVQIJTEsRkWwBi7opOAFI8BSAR3gcgcuIEEPkXRDD4gMluMLkeTIK0MvEdAJKM1R+AJHMJkAAADw4LVAXZ96wAAAAASUVORK5CYII=)is in the same set of values as ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/ce58e4af225c93d08606c26554caaa5ae32edeba.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMBAMAAACgrpHpAAAAMFBMVEX///8AAAC2trZAQEDm5uYwMDCenp50dHSKiooMDAwWFhbMzMxiYmIEBAQiIiJQUFDA+1fTAAAAR0lEQVQI12NQFjRhYDAMA2IHBoYyBgYGxQIGjgQgzbmAIQNIMbALMRWAaBbhPQxgEHsAQp+FUAxPobQ4hGKSBlPcv4RBpgAA82AJuhTHzg8AAAAASUVORK5CYII=), and we often take as loss functional the squared error

![(f,(X,Y)) = ||f(X) - Y||^2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAN8AAAAWBAMAAACyMFRjAAAAMFBMVEX///8AAADm5uZQUFAMDAxAQEAWFhYwMDB0dHSenp7MzMwEBASKioq2trZiYmIiIiJJ8EhDAAACxUlEQVRIx72Vv2/TQBTHX5xfdeoYGjVq+DE4Ql06pEGiA5RKkSp1YCEVS2GoCIKFqe3Cmv4H6QIbilQGJpqyB6VSB5AQCgtiQbE6MVZM3eD98OVs50ILQ54Ux777fu5793z3DDDJ+LI0UTvINdPViRo6Nefx8KES6rB8gxrb3PiMAdqjvG9eHWn77tawoR7qTJuIdEyEcQngdJQ30oE2hRO0bhUxsck+zWJTsBW8XZ7znNk7+JBfL3qQnmvZOPPXRkPCiN8/3IGj1bYdWaLCRfuQmjK0zEW++8grtmiUqauQEzJdwKcWwBMUeCZDwpjfbcM7YGE4M4KzdqpPryDRxMtP6ivLeC41QBHeBnMsAXwSifTEDQljPlHPDcfSSxSctZ8XaA175Pqc+o5FkuGdcHNBjb4Gdg//BgifmgyPFZ8s8BwH0cQLTtr8zAwdi2Vq7eDvxtpdVkzztbypiN3+d9XcMRgyxh1W0dc8RPHQBntG771Gd2fS8Iav2cuKKD+ScTBz700rPFM8bIMShkJwbWhdp0TzgexKyze+zpcUkf3Af7Sl79EueEFR1YN0FW+tN5UwFIJrQwd3UZ4BqxAytPyninA7EcP4CgkTw0qmpoT53xS+xrVhGkU/OCV2J5RSF45aatwt+FtKCZOU+s4VQ0oF14apOpUJ8nKDlmkpUCn1khNNCG+aeEoZYx7gvmHTCK4Nyz1I+rytszjIQVuOxTwffX6Er/JODnAhpmNBGPFWnY8+C8Mh+NAw2XiwdOjxYU1hDvd8Pt6vrvXh5WyVH/cbXJDGHnzCsNPe7oLdWB05+AEerrsQlLYE5b4XlLYgevr2F1Km0sbYIkSE44q3Diy+7YFyWDEZjivegnHx18LzDXHflG6T2ot8YGzv3M8TYxf9PIWiAhs0Myf6AXa04ARfoWcYZMOPfYBPLmb4P5EF2PpX7R/8Bsn0PSTdSQAAAABJRU5ErkJggg==)

* classification: ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/ce58e4af225c93d08606c26554caaa5ae32edeba.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMBAMAAACgrpHpAAAAMFBMVEX///8AAAC2trZAQEDm5uYwMDCenp50dHSKiooMDAwWFhbMzMxiYmIEBAQiIiJQUFDA+1fTAAAAR0lEQVQI12NQFjRhYDAMA2IHBoYyBgYGxQIGjgQgzbmAIQNIMbALMRWAaBbhPQxgEHsAQp+FUAxPobQ4hGKSBlPcv4RBpgAA82AJuhTHzg8AAAAASUVORK5CYII=) is a finite integer (e.g. a symbol) corresponding to a class index, and we often take as loss function the negative conditional log-likelihood, with the interpretation that ![_i(X)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAASBAMAAAAwBjqWAAAAMFBMVEX///8AAADMzMxAQEBiYmIWFhaKiop0dHQwMDDm5uYMDAxQUFAiIiIEBAS2traenp7nzvDMAAAA6UlEQVQY02NggIEpcJYDAxIwgLOYIZSyM5DgfsDAoH2xkyFxtQI/RHlYBZCYA2IVKjCoAKlIEJtTEkS6gwhGA6YCGJttAYgMAhHckuog6g1I8a7oBCB1AaxRGGwsL4jgAeljAmthaASTvBNAxAMG9g18AWDVhiAlDFwKQGLiBAbOCRDhKawL4MJ/GeCGOLDJww3xYWDwgFjJwsCwBm5lNwM71wSQAzkNwB5iYNABCa9n4FQFeYG/8R4Df+BqmHeAntw+AeJ5KDgJtIvvAAPDygJwUEEBKKgYqz8wMLQroAcscwlGNHgyMAAAy5IrM4T0310AAAAASUVORK5CYII=) estimates ![(Y=i|X)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF0AAAATBAMAAAAADRzsAAAAMFBMVEX///8AAABQUFAMDAxAQEAiIiKenp4wMDDMzMx0dHRiYmK2trYEBAQWFhaKiorm5uZawwRNAAABbElEQVQoz42TPU/CUBSGX9p6RYpgDH4PJOro0JA4msDg16a/QPwFioubVhIHnXBwJGncdLEODm51lUUm3cTFGQYWBuM591KgBYJnOH17+/Tet+ecAn60MCTsjnJ6l7OD6Tr2OtqQeWV6eTMPzTVzqTqMuXwAn5hivvh6ju+MLeQBY8cQ82jS62l6HsSRdOX+Nzau6fLFS5ESsIh7wFwAfvodMR/JRoliCDi0mfwktQFRG8xr6SuWz5zWyIkFj091X0KsuFV8MiWtxzl9AGU7apFq7Dgh/lfPq/oU5G28Tmnm4a4G853U+Fsb2z6lOCFRu2jvn2P70KkXYomV5GNen/lVxbcmLZ/XJCT9UGXDUVG8k5j1/egK8tqVDfpJWEfMx4B1/3sbqoRczyc7vL3hlIhPZmXHgEuys38mn1AritWtMC92aX5EoQJRzfj9UtEcNp4984aDrtTc0bxwRs8z+uZ51P/S5R/xnwg05Q9qT1KGVw6ClgAAAABJRU5ErkJggg==):

![(f,(X,Y)) = -\log f_Y(X)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANQAAAASBAMAAADRQe2CAAAAMFBMVEX///8AAADm5uZQUFAMDAxAQEAWFhYwMDB0dHSenp7MzMwEBASKioq2trZiYmIiIiJJ8EhDAAAC1klEQVQ4y5VVMWzTUBC92E4TJ45po0YJoYMr1IWhBAmkQimqVKlCCIlULAFERCpYmFIW1pQsHdMFtspSGZhoyl6USgwgljDQsqBYTB0yVLAwAXf3/3ec4oRwkr//fd+9933/7j6AlFnoiebB34JrNvyn9ECDrsXAPBrmFj1hFNyaO4Cq2D/VLmYKAHobp4my+LaA0/msY01eQSW1knEgmm2Y+Ftb4YiH+X5d4RDo9u4T2F9yhetYFYfzPHtf5U0e4xDPQ0LEMZpGrQGwigZOONcJKokjQNddeA3SNVLD4YhWpwWSTQuQgVfCMZUD+CBMxJd/UkkcARopJmoKdJMi/ZhW38lNcegvnFO4y2C28NVB1uORqCSOANXTvGV2nadZE5+zy1fZIim2Vlae6+0vark5iCre7YJWqtcLARxhrWU8X3lEB7lI2k9h8ZLH2Lgfj7tsnMSwvBlEdQ10L+bpnitwOjmwbwpQWBM26KpN0e89IG1PLB7wOJNTQLG3/DIQ5galyVOSQh9VYhwSaaNmMwziaHmsJAGqrYiDQFcLEyzFq1o6QKV5D/3ya/ZR9aTzG+UXUcUxBFN2Nca/Tzg/4Jmkmh1bVFRRnH3lfzWbgQDasN+QiKdE6g4LIFOZG13WCOej5cpT8azTKoBGkUqZWGyZX0nRhwyVbpEaBNMiNIBpDKBqPoSTvC+tcfGWSovpFp4o52UM3XdckewzXMSswifRd3YwewYmexn0gi7DQDj0EKhW5CJmV71y+9Kuw9VmoOmmx9X24kwbnk8WWN2u3FEFOaCEP2cb9tEcpCYmroPEMdrsYa7tgVlZgqAr9ZAIFXlLNiYprd70O56aM6yPHzpw0JA4Eb8xqQP3XbEzuh2FvRBGNaTdSqnjOSIV4aTu1WS7VbIVbPK5ywTo9F0ipjPKJSIlPrdBbYJxQi8R/xYrUVFY/Vej1TP4hvF2RrkPS17Y1ejAH2gErTIsaY0OAAAAAElFTkSuQmCC)

where we have the constraints

![_Y(X) \geq 0 \;\;,\; \sum_i f_i(X) = 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANQAAAAnBAMAAACF9nucAAAAMFBMVEX///8AAADMzMxAQEBiYmIWFhaKiop0dHQwMDDm5uYMDAxQUFAiIiIEBAS2traenp7nzvDMAAADBklEQVRYw+1XTWgTQRR+2aabbmqy3dafplq64k9Be0jBg8dIERspYqUIWpBU8NTLCgqCHlo8VOnBje1FUem1RGwUS/GXBryIIi0ePFlWSvFSIQEFLwXnvzPJxthCcpB+hJ03k5nvm/fmzdsEYDMIWF8JLMvaCdVFyJqnxsHuHVWWgtx2bj31NrPeSAgzUWHqQ4srmHFpePJfCep8TV9ErSluJqXheCWCfT20fQugvWl19bZnYJJdfRdThq/n1TXHWn04GpGrhxdvw1DGNovcMu6Q5uw12sNHHWoGDc86R05/gEdpBD6pS+utlNInHA+wddmG/ZxAQHveQSRitBt08LMFOnFzggzpH1xKnIIbRbtcbFa6MbEoENccQbAOIqWzsNfbJKPuEsVV5g7VCnhQKFpaULKccpzBj8ZYp0SgSBkvB2ksIuSZPiJ10PnfxBv4ZuOPmkOWlHqMY4HYLQmZQPFqm0M7h8izoYlKuTzKGX8p6O+QOoRDo+EZVQlkqYgXzTlwMrVChiZ2kSbMmS8ly0jtbZfIIh6EstHTxKtuRxAcvYUwvi6VdiFtozu3Qq/xeUXqKomGn5TOixPjMFwqNVk/pexV9moN+Z8NuTSAQRjKS/4fp8FNl6YFCpSU7msgApjQO8oGsA/tcOEiO8gEhOfFqRqvGRtK9r4SqQHJRt/20rQIAjwWBMUBxOZnjyb7BLnECF0kYXmJMOfhArW6RFwaRiSpcQiFXZzsRpxcYkZQ7NUMk0NX+He7B7/asqU3cHiYqRZEwZmVv58B4wBeZI4ugdmfKSEwevacQg2+6E94YeJ4X67Q8gPSp+VRxDHn0sJUnkCLYoUmVm45zEQlqR92Ece0Q8rtXwgCuGYvf/F9iax+RHinTDdZYmlLfOQe4xizK71E6q74vRqT5ZzSWXtfZHpW4pisTLBxDIqfGSNV/m0hMt0YzVdZapYcmfHoZ66tykq6JbC7ylLBVwIvYAtbUP4kZGsmZbj/YwB7a3dU4ZoFEL/ia4W52qXFtFMzqTF7Q9P/AP+at0jjrH+OAAAAAElFTkSuQmCC)

**Unsupervised Learning**

In unsupervised learning we are learning a function ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/bb2c93730dbb48558bb3c4738c956c4e8f816437.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAQBAMAAADdUfNzAAAAMFBMVEX///8AAADMzMxAQEBiYmIWFhaKiop0dHQwMDDm5uYMDAxQUFAiIiIEBAS2traenp7nzvDMAAAAR0lEQVQI12NgYGBQdgYSDGEVQIJTEsRkWwBi7opOAFI8BSAR3gcgcuIEEPkXRDD4gMluMLkeTIK0MvEdAJKM1R+AJHMJkAAADw4LVAXZ96wAAAAASUVORK5CYII=) which helps to characterize the unknown distribution ![(Z)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAASBAMAAAA08+qrAAAAMFBMVEX///8AAABQUFAMDAxAQEAiIiKenp4wMDDMzMx0dHRiYmK2trYEBAQWFhaKiorm5uZawwRNAAAA50lEQVQY02NggIFfMMYCBiTgAGOwgEllISXXBAamDUC+rJOSLAMbWDFrAQObBMNXIIt5AwOLPQPDfZAo4wQGBimGlUDWPgYGnQ8MYCZDYgMDtyTDDSBrAgPXCSC1FSSqAzTQgOEA2I6JQNMZeECs6wwMcxs4DEBMPjEQyQM0hUF01aIHDNwXwIY9AJHMDQwMbNIgFlgUaDzHB4goE9hEsAk9Cxi4oCYwF4DtAcrxG0H8DbLtI9gskMs+FzDw3wYyW4EGBNaBRYFOD3RxCTzAAPUFBHxFMOMRTFDoQADbAtwhiR7q6xkYABo7MPjJLJXlAAAAAElFTkSuQmCC). Sometimes ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/bb2c93730dbb48558bb3c4738c956c4e8f816437.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAQBAMAAADdUfNzAAAAMFBMVEX///8AAADMzMxAQEBiYmIWFhaKiop0dHQwMDDm5uYMDAxQUFAiIiIEBAS2traenp7nzvDMAAAAR0lEQVQI12NgYGBQdgYSDGEVQIJTEsRkWwBi7opOAFI8BSAR3gcgcuIEEPkXRDD4gMluMLkeTIK0MvEdAJKM1R+AJHMJkAAADw4LVAXZ96wAAAAASUVORK5CYII=) is directly an estimator of ![(Z)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAASBAMAAAA08+qrAAAAMFBMVEX///8AAABQUFAMDAxAQEAiIiKenp4wMDDMzMx0dHRiYmK2trYEBAQWFhaKiorm5uZawwRNAAAA50lEQVQY02NggIFfMMYCBiTgAGOwgEllISXXBAamDUC+rJOSLAMbWDFrAQObBMNXIIt5AwOLPQPDfZAo4wQGBimGlUDWPgYGnQ8MYCZDYgMDtyTDDSBrAgPXCSC1FSSqAzTQgOEA2I6JQNMZeECs6wwMcxs4DEBMPjEQyQM0hUF01aIHDNwXwIY9AJHMDQwMbNIgFlgUaDzHB4goE9hEsAk9Cxi4oCYwF4DtAcrxG0H8DbLtI9gskMs+FzDw3wYyW4EGBNaBRYFOD3RxCTzAAPUFBHxFMOMRTFDoQADbAtwhiR7q6xkYABo7MPjJLJXlAAAAAElFTkSuQmCC) itself (this is called density estimation). In many other cases ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/bb2c93730dbb48558bb3c4738c956c4e8f816437.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAQBAMAAADdUfNzAAAAMFBMVEX///8AAADMzMxAQEBiYmIWFhaKiop0dHQwMDDm5uYMDAxQUFAiIiIEBAS2traenp7nzvDMAAAAR0lEQVQI12NgYGBQdgYSDGEVQIJTEsRkWwBi7opOAFI8BSAR3gcgcuIEEPkXRDD4gMluMLkeTIK0MvEdAJKM1R+AJHMJkAAADw4LVAXZ96wAAAAASUVORK5CYII=) is an attempt to characterize where the density concentrates. Clustering algorithms divide up the input space in regions (often centered around a prototype example or centroid). Some clustering algorithms create a hard partition (e.g. the k-means algorithm) while others construct a soft partition (e.g. a Gaussian mixture model) which assign to each ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/3ead47fb9fb4a4c273feee398f72ff2a09702b84.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8AAABAQEAWFhZQUFAMDAy2trbm5uaKiooEBAR0dHRiYmLMzMyenp4wMDAiIiJ/wL7wAAAAUUlEQVQI12NgYBJWcRFmYGBNYGAKZ2DIYGDwLGBgWMDAPYcBBBYmgEgOWTDnYgOIZJNi4AEqObmBgZuBgT2EgaGagaH0AQO7GQPDRyWljxMYAMrrDWxShJYGAAAAAElFTkSuQmCC) a probability of belonging to each cluster. Another kind of unsupervised learning algorithms are those that construct a new representation for ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/3ead47fb9fb4a4c273feee398f72ff2a09702b84.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAMBAMAAACkW0HUAAAAMFBMVEX///8AAABAQEAWFhZQUFAMDAy2trbm5uaKiooEBAR0dHRiYmLMzMyenp4wMDAiIiJ/wL7wAAAAUUlEQVQI12NgYBJWcRFmYGBNYGAKZ2DIYGDwLGBgWMDAPYcBBBYmgEgOWTDnYgOIZJNi4AEqObmBgZuBgT2EgaGagaH0AQO7GQPDRyWljxMYAMrrDWxShJYGAAAAAElFTkSuQmCC). Many deep learning algorithms fall in this category, and so does Principal Components Analysis.

**Local Generalization**

The vast majority of learning algorithms exploit a single principle for achieving generalization: local generalization. It assumes that if input example ![_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAALBAMAAAC9q6FRAAAALVBMVEX///8AAACKiop0dHRAQECenp4wMDDMzMwEBATm5ua2trZQUFAWFhZiYmIMDAzRi8JEAAAASElEQVQI12NgUHZVTmdgYGAqqIiUAtLMDBFA0hqItwHxTCA+zAAB4gwKvAkMikwCXAsMXjIsM7U1ZZh+ACLFbQmh+SZDaDZzAAgdC1jZHkkxAAAAAElFTkSuQmCC) is close to input example ![_j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAOBAMAAADUAYG5AAAALVBMVEX///8AAACKiop0dHRAQECenp4wMDDMzMwEBATm5ua2trZQUFAWFhZiYmIiIiI0ia1NAAAAV0lEQVQI12NgUHZVTmcAAqaCikgpEIOZIQJIcjYAiW0gfgEQH2aAAnEGBQaTAAZFJgGuBUxMGxiWmdqaMnCyKECleQqgDA6YhnUwxl0o7fAcQnOeVmAAAFvjDQ0mmpHtAAAAAElFTkSuQmCC), then the corresponding outputs ![(x_i)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACcAAAASBAMAAAAqOtoYAAAAMFBMVEX///8AAADMzMxAQEBiYmIWFhaKiop0dHQwMDDm5uYMDAxQUFAiIiIEBAS2traenp7nzvDMAAAA1UlEQVQY02NggABOByiDAc5gYGBGZyk7MzDsgwvyQ5SGVTBwHkBoigQbJ8nAwFKAEHQHEWwLGBhYFRCCb0AKd0UnMPACGen26U0gQRCbgQeoVQuoQUH3pxxYcAKIeMDA8JSBgZ3hL5BTzcDABTJq4gSwIAPDDiCeCRUEKdACCYZDLAJr94EZLsSQwNIAZXczgJ2UyCbA96BgJQODDkhwPQPY8S/qS+oZJgVAHS8JcizUm9yVDAwnGRiY+MB8aIBwTQcHCGP1B6QA4ygCs5hL0ALZk4EBAM3cJnB2IKaSAAAAAElFTkSuQmCC) and ![(x_j)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAAUBAMAAADiqgm2AAAAMFBMVEX///8AAADMzMxAQEBiYmIWFhaKiop0dHQwMDDm5uYMDAxQUFAiIiIEBAS2traenp7nzvDMAAAA4klEQVQY02NggABOBwYYQLAYmDGYys4MDPsQovwQxWEVDJwHEKIMkWAjJRkYWAqQRN1BBNsCBgZWBSTRNyClu6ITGHiBjHT79CawKIjDwAPUrQXUoqD7Uw4iOgFEPGBgeMrAwM7wF6TzAgMDF8i4iRPAogwMO0CEAlQUpEQLJBAOtQ1sgg/MAiGGBIbiD1BONwPYZYlsAnwP2Ng2MDDogETXM4B98aK+pJ6BkzkB6gtJkNUwH4O8c5KBgYkPLAALHV5I6DBWf0AOyTcQJnMJSqi7MDB4MqADg0MMmIATGFAgAAChoifauAat/QAAAABJRU5ErkJggg==) should also be close. This is basically the principle used to perform local interpolation. This principle is very powerful, but it has limitations: what if we have to extrapolate? or equivalently, what if the target unknown function has many more variations than the number of training examples? in that case there is no way that local generalization will work, because we need at least as many examples as there are ups and downs of the target function, in order to cover those variations and be able to generalize by this principle. This issue is deeply connected to the so-called **curse of dimensionality** for the following reason. When the input space is high-dimensional, it is easy for it to have a number of variations of interest that is exponential in the number of input dimensions. For example, imagine that we want to distinguish between 10 different values of each input variable (each element of the input vector), and that we care about about all the ![0^n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAANBAMAAACugNjdAAAALVBMVEX///8AAADm5uYwMDCenp7MzMxQUFBiYmJAQEAiIiK2traKiop0dHQWFhYEBARyPwhbAAAAbUlEQVQI12NgUHZgYNh2zIG1Yo8pA0NYoQMDiwHDLB7GgBoGBgZGBwbeDQwnmVYymEB4jAsYHBnKGR4ogHkLA4BoFoupA4J3gdWGAcFjAAMMniLIFDgPaEMlgscygeEWhKPeOH0Bw7ZtDgyYAABPXB4g1hXBaAAAAABJRU5ErkJggg==)configurations of these ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/174fadd07fd54c9afe288e96558c92e0c1da733a.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAIBAMAAADdFhi7AAAAKlBMVEX///8AAAB0dHRiYmLMzMwwMDCenp4WFhaKiooMDAxAQEBQUFAEBATm5uaxfhZ3AAAAO0lEQVQI12NgMnZSTWBgcHNUYCtgYGjoZGACUgyrGVg3AKljDIwODAwsAgydbAwgicVMDAzcBgxZugwAAA0IiFi1AEgAAAAASUVORK5CYII=) variables. Using only local generalization, we need to see at least one example of each of these ![0^n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAANBAMAAACugNjdAAAALVBMVEX///8AAADm5uYwMDCenp7MzMxQUFBiYmJAQEAiIiK2traKiop0dHQWFhYEBARyPwhbAAAAbUlEQVQI12NgUHZgYNh2zIG1Yo8pA0NYoQMDiwHDLB7GgBoGBgZGBwbeDQwnmVYymEB4jAsYHBnKGR4ogHkLA4BoFoupA4J3gdWGAcFjAAMMniLIFDgPaEMlgscygeEWhKPeOH0Bw7ZtDgyYAABPXB4g1hXBaAAAAABJRU5ErkJggg==)configurations in order to be able to generalize to all of them.

**Distributed versus Local Representation and Non-Local Generalization**

A simple-minded binary local representation of integer ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/fc97ef67268cd4e91bacdf12b8901d7036c9a056.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMBAMAAACZySCyAAAAMFBMVEX///8AAADm5uZQUFAWFha2trbMzMxAQEAiIiKKioowMDCenp4EBARiYmJ0dHQMDAzQnUeiAAAAW0lEQVQI12NgYDIRZWAr7GRgYODsYmBgZgAxJiowaIIYm3guMEwCMR4wH2C4AGawSUMYExg62DYAaW4Fho15IAE+BgYeWyiD9yyIkcnAwCQNpJn/P2BgWMDAAAB2NRCIP7YLugAAAABJRU5ErkJggg==) is a sequence of ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/ff5fb3d775862e2123b007eb4373ff6cc1a34d4e.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMBAMAAACgrpHpAAAAMFBMVEX///8AAABQUFAMDAwEBAQWFhZ0dHQiIiJAQEDMzMyKioq2trbm5uZiYmKenp4wMDDGh9QiAAAAXUlEQVQI12NgYFB2UlJNYGBgYG9g4JQC0owLGBiEgPTGAwxc0kD6KgPD4gdAOn7V+j9AigEolnyAgYFPAKj0AgMDUwEDw0EgzarAwHBxApD9gIELaAxTYZNS/QQGAA7JEq2r196cAAAAAElFTkSuQmCC) bits such that ![<B](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADYAAAAMBAMAAADbilMlAAAAMFBMVEX///8AAADm5uZQUFAWFha2trbMzMxAQEAiIiKKioowMDCenp4EBARiYmJ0dHQMDAzQnUeiAAAAzUlEQVQY02NgYDIRZWAr7GRAAfaHjU0eAGnOLgYGZlQpBo4CBjZJkNxEBQZNmCBnK5hinMDAIAykN/FcYJgEleLtg9CBCgycokD6AfMBhgsQIeVuqJorDAzzN4Dk2KShculLYUZ7zZy1CERPYOhgA6lhyCqDuwVo3nsFBgZuBYaNeQyoctwCQOcAzeJjYOCxZUA1k7mBgUERIsd7FiqmCw0CFgMGhosJDAyZDAxM0jDD+CB+UNzAwAn0OvN/YNgsgDuCG+R35sZi464EBgAupiheTBMdcQAAAABJRU5ErkJggg==), and all bits are 0 except the ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/fc97ef67268cd4e91bacdf12b8901d7036c9a056.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMBAMAAACZySCyAAAAMFBMVEX///8AAADm5uZQUFAWFha2trbMzMxAQEAiIiKKioowMDCenp4EBARiYmJ0dHQMDAzQnUeiAAAAW0lEQVQI12NgYDIRZWAr7GRgYODsYmBgZgAxJiowaIIYm3guMEwCMR4wH2C4AGawSUMYExg62DYAaW4Fho15IAE+BgYeWyiD9yyIkcnAwCQNpJn/P2BgWMDAAAB2NRCIP7YLugAAAABJRU5ErkJggg==)-th one. A simple-minded binary distributed representation of integer ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/fc97ef67268cd4e91bacdf12b8901d7036c9a056.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMBAMAAACZySCyAAAAMFBMVEX///8AAADm5uZQUFAWFha2trbMzMxAQEAiIiKKioowMDCenp4EBARiYmJ0dHQMDAzQnUeiAAAAW0lEQVQI12NgYDIRZWAr7GRgYODsYmBgZgAxJiowaIIYm3guMEwCMR4wH2C4AGawSUMYExg62DYAaW4Fho15IAE+BgYeWyiD9yyIkcnAwCQNpJn/P2BgWMDAAAB2NRCIP7YLugAAAABJRU5ErkJggg==) is a sequence of ![og_2 B](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAARBAMAAABUTlNBAAAAMFBMVEX///8AAADMzMxQUFBAQEAEBAR0dHQMDAzm5uaKioowMDBiYmIiIiK2trYWFhaenp7wSD1QAAAA/0lEQVQY022QMUvDYBCGnyam9bNNY+migxhBRHARihQUSqC24CCI/oFMiohQnBy/Du7JVO0gTlJwqRQcFErFzcn8g04OTvkJHp3MhzccvA/ce/ceWNv8V60wq+sntYaggp/FpQBrGW6M6VwEVegbONGoFXiE/MshrF/szfAYeikcw5M4udfzqzP8c9cfgHVEcYqTFiKW1CgAMTjTFB9wQrppjNfZoIm3KFuHlEISn1g3sIMe99gT6A7JbX4l8ME+5cjllbKEfvZZy+NoNZE7Y8l1JXYoSbNwjtt+g7nTHWmp/d6sfWZy78KlZX5M84263TKoPfU6JJWqgdXBSP+Rv42HNWgIcpyMAAAAAElFTkSuQmCC) bits with the usual binary encoding for ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/fc97ef67268cd4e91bacdf12b8901d7036c9a056.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMBAMAAACZySCyAAAAMFBMVEX///8AAADm5uZQUFAWFha2trbMzMxAQEAiIiKKioowMDCenp4EBARiYmJ0dHQMDAzQnUeiAAAAW0lEQVQI12NgYDIRZWAr7GRgYODsYmBgZgAxJiowaIIYm3guMEwCMR4wH2C4AGawSUMYExg62DYAaW4Fho15IAE+BgYeWyiD9yyIkcnAwCQNpJn/P2BgWMDAAAB2NRCIP7YLugAAAABJRU5ErkJggg==). In this example we see that distributed representations can be exponentially more efficient than local ones. In general, for learning algorithms, distributed representations have the potential to capture exponentially more variations than local ones for the same number of free parameters. They hence offer the potential for better generalization because learning theory shows that the number of examples needed (to achieve a desired degree of generalization performance) to tune ![(B)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAASBAMAAADfxFGoAAAAMFBMVEX///8AAADMzMxQUFBiYmJ0dHRAQEC2trbm5uYMDAyenp4iIiIwMDAWFhYEBASKiooHFCa/AAAA9klEQVQY02NggIEWGIOFAQkkoLKYTELSGRiYC4B4nrHxVQaGJSBRMwaGzgUM3SDmNgYGxQ8MvA0MDNwGDAysExhcQaLyDAyMBgwsAQwMZ4E8diGGSyBKgoHhYwED+wYGLikgF0g8ANl+gYF/FpB+wMAN5goxTQBSvOf/nwGayfCCgfEAkOJ+wH4BSDEWMLDOANKTGBodgJSiA1h0IRCLgEUZQaJ7GcAmWDMwcIiATeDeADR2BgPYtssgG8C2MT0HqgFaAXQZB9A5Hz8APQtUqGbqvAAoD/SFtZix9SGQiwLgQdKNCCfuBjgTFDpQsAR3SGKEegMDABnsMuTHmiZAAAAAAElFTkSuQmCC) effective degrees of freedom is ![(B)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAASBAMAAADfxFGoAAAAMFBMVEX///8AAADMzMxQUFBiYmJ0dHRAQEC2trbm5uYMDAyenp4iIiIwMDAWFhYEBASKiooHFCa/AAAA9klEQVQY02NggIEWGIOFAQkkoLKYTELSGRiYC4B4nrHxVQaGJSBRMwaGzgUM3SDmNgYGxQ8MvA0MDNwGDAysExhcQaLyDAyMBgwsAQwMZ4E8diGGSyBKgoHhYwED+wYGLikgF0g8ANl+gYF/FpB+wMAN5goxTQBSvOf/nwGayfCCgfEAkOJ+wH4BSDEWMLDOANKTGBodgJSiA1h0IRCLgEUZQaJ7GcAmWDMwcIiATeDeADR2BgPYtssgG8C2MT0HqgFaAXQZB9A5Hz8APQtUqGbqvAAoD/SFtZix9SGQiwLgQdKNCCfuBjgTFDpQsAR3SGKEegMDABnsMuTHmiZAAAAAAElFTkSuQmCC).

Another illustration of the difference between distributed and local representation (and corresponding local and non-local generalization) is with (traditional) clustering versus Principal Component Analysis (PCA) or Restricted Boltzmann Machines (RBMs). The former is local while the latter is distributed. With k-means clustering we maintain a vector of parameters for each prototype, i.e., one for each of the regions distinguishable by the learner. With PCA we represent the distribution by keeping track of its major directions of variations. Now imagine a simplified interpretation of PCA in which we care mostly, for each direction of variation, whether the projection of the data in that direction is above or below a threshold. With ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/96ab646de7704969b91c76a214126b45f2b07b25.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAANBAMAAABiGeI2AAAAMFBMVEX///8AAABQUFDMzMyenp4iIiIEBAQwMDBAQEB0dHQMDAxiYmKKiooWFha2trbm5ubKhpDeAAAASUlEQVQI12NgAAJlEOGaACJZCkAkxwQQyWXAwMC08xiQdYWhnIGBO4ChkoGBbQJDMgPDQwM+oPKHQLEDDN8Y/ipMYODRPFf9AQCFAg80Jn8tYwAAAABJRU5ErkJggg==) directions, we can thus distinguish between ![^d](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAPBAMAAAAfXVIcAAAAMFBMVEX///8AAAB0dHRiYmJAQEAiIiKKiorm5ubMzMwMDAyenp4wMDAEBARQUFC2trYWFhaMyNIOAAAAZElEQVQI12NgAAOOWAYo2AVjHGBgUHZNYODV/cDAXMAhxBDH7MDAuYBhD98H7gQGHgOGi8wOnOUghTuZDDrZgDS7EINTqgGQwe0ANUIXSrMZQBmLGJjANN+uVUvADB5BQWkQDQBuOg+53pOWpwAAAABJRU5ErkJggg==) regions. RBMs are similar in that they define ![http://www.iro.umontreal.ca/~pift6266/H10/notes/_images/math/96ab646de7704969b91c76a214126b45f2b07b25.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAANBAMAAABiGeI2AAAAMFBMVEX///8AAABQUFDMzMyenp4iIiIEBAQwMDBAQEB0dHQMDAxiYmKKiooWFha2trbm5ubKhpDeAAAASUlEQVQI12NgAAJlEOGaACJZCkAkxwQQyWXAwMC08xiQdYWhnIGBO4ChkoGBbQJDMgPDQwM+oPKHQLEDDN8Y/ipMYODRPFf9AQCFAg80Jn8tYwAAAABJRU5ErkJggg==) hyper-planes and associate a bit to an indicator of being on one side or the other of each hyper-plane. An RBM therefore associates one input region to each configuration of the representation bits (these bits are called the hidden units, in neural network parlance). The number of parameters of the RBM is roughly equal to the number these bits times the input dimension. Again, we see that the number of regions representable by an RBM or a PCA (distributed representation) can grow exponentially in the number of parameters, whereas the number of regions representable by traditional clustering (e.g. k-means or Gaussian mixture, local representation) grows only linearly with the number of parameters. Another way to look at this is to realize that an RBM can generalize to a new region corresponding to a configuration of its hidden unit bits for which no example was seen, something not possible for clustering algorithms (except in the trivial sense of locally generalizing to that new regions what has been learned for the nearby regions for which examples have been seen).